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Executive Summary 
 

The APEC Climate Symposium 2022 was conducted on 15-16 September 2022 
both online and offline in Cha-Am, Thailand. The event was attended by 246 
participants from 31 economies – Australia; Brunei Darussalam; Chile; Hong Kong, 
China; Indonesia; Japan; Republic of Korea; Malaysia; New Zealand; Papua New 
Guinea; Peru; the Philippines; Chinese Taipei; Thailand; United States; Viet Nam; 
Samoa; Bangladesh; Brazil; Egypt; Ethiopia; India; Kiribati; Lao PDR; Mongolia; 
Nepal; Pakistan; Uganda; Spain; Switzerland; and Zambia. The participants included 
invited speakers and discussants, representatives from National Hydrological and 
Meteorological Services, government officials, private sectors, non-governmental 
agencies, and academia. Experts from a diverse range of backgrounds, including 
climatology, disaster risk management, conservation, AI technology and international 
development were invited to discuss ways to enhance APEC resilience through AI 
applications in climate change adaptation. 

The APEC Climate Symposium 2022, which focused on “Enhancing APEC 
resilience through AI applications in climate change adaptation,” aimed to benefit 
APEC member economies to gain the capacity and knowledge necessary for 
applying AI technologies in climate change adaptation. In the first session “Tackling 
climate change with AI,” experts shared their expertise on how AI technologies can 
help the climate change adaptation and discussed key considerations in utilizing AI 
technologies in tackling climate change. The second session “Application of AI 
towards the resilient APEC,” focused on the case studies on applying Ai technologies 
to climate-related sectors including weather prediction, disaster monitoring using 
satellite through AI, and conservation. Also, challenges, opportunities, efforts 
amongst stakeholders on utilizing AI technologies towards resilient APEC were 
shared. Experts brought together their varied experience and insights on how 
emerging economies can better adopt AI technologies in climate change and 
overcome critical environmental challenges. Through the discussion session, experts 
and participants discussed and made recommendations on the use of AI 
technologies in tackling climate change as well as application of AI technologies to 
various climate-related fields such as climate prediction, disaster risk reduction, 
agriculture, biodiversity and so on. With the knowledge and experience shared by the 
experts, participants increased their understanding on the use of AI technologies in 
tackling climate change. 
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Background 

 
Over the last two decades, despite many economies in the Asia-Pacific working to 
increase their resilience to natural disaster risks, the Asia-Pacific region remains to 
be one of the most vulnerable regions to climate change. With increased climate 
variability and extreme events, disaster impacts are expected to become more 
severe and with increased levels of vulnerability for specific areas and populations.  
 
With the advancement of AI technology, efforts are undertaken to overcome barriers 
of current methodologies in dealing with climate change. In order to better predict 
upcoming extreme weather events and monitor, plan mitigation strategies, and 
determine aid targets, Artificial Intelligence (AI) is increasingly being used in disaster 
risk management. With recent advances in technology, the potential of AI, including 
machine learning, is highly recognized in weather and climate prediction and disaster 
risk management. Through analysis of large volumes of data, AI has the potential to 
increase our understanding of natural hazards and can play a critical role in 
developing proactive actions for various sectors, including food security, energy, and 
disaster preparedness. In this regard, both the public and private sectors are 
attempting to apply AI technology in weather and climate prediction to combat and 
better adapt to climate change. However, application of AI requires substantial 
amount of research and resources and there are key challenges member economies 
will be encountered with when applying AI in the decision-making process.  
 
In this regard, this project aimed to collect and share member’s efforts and 
challenges they face in AI applications in climate change adaptation. It also explored 
best practices in utilizing AI technology and make recommendations based on 
lessons learned for APEC member economies to better utilize and translate the AI 
technology into protective measure against the disaster risks and climate crisis. By 
learning the current endeavors and best practices to address climate change and 
disaster risk management using AI, member economies in APEC could potentially 
reduce life loss, damage and impact to society and better respond to disaster risks. 
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Introduction 
 
The overall objective of this project is to benefit APEC member economies to gain the 
capacity and knowledge necessary for applying AI technologies in climate change 
adaptation. In order to achieve this objective, the event shared member’s efforts and 
challenges in AI applications in climate change adaptation and explored the best 
practices in utilizing AI technologies and lessons-learned. Recommendations were 
made to better use AI in translating the technology into productive measures against 
the disaster risks and climate crisis.  
 
While more than thirty economies around the world have established domestic AI 
strategies, some APEC economies are not fully ready to utilize the AI technology in 
various sectors. There is a growing demand from developing economies to seek 
better methods to manage climate-related risks and opportunities utilizing innovative 
technology in the face of rapidly increasing extreme weather events. In this regard, 
this project showcased currently available AI technologies for disaster risk 
management and identify the most effective way of applying the technology that is 
applicable for developing economies in the region. Policy implications for capacity 
building of developing economies and cooperation within APEC were also discussed. 
In addition, it also shared best practices and the implementation as well as new 
approaches to better manage climate risks, which in turn will ultimately improve the 
economic and societal well-being of the people. A way forward to better transfer the 
AI technologies to emerging economies was investigated to help economies better 
manage critical climate-related challenges. 
 
In order to foster cross-fora collaboration, we coordinated with the Program Directors 
of Emergency Preparedness Working Group (EPWG) and Agricultural Technical 
Cooperation Working Group (ATCWG) and invited representatives from those 
working groups in addition to Policy Partnership on Science, Technology and 
Innovation (PPSTI). A list of speakers included experts from academia, private sector, 
government, international Non-profit organization as well as international 
organizations. The diverse group of experts allowed the sessions to cover broader 
perspectives on AI application for climate change adaptation.  Participants composed 
of policy makers and researchers responsible for climate change and climate-
relevant sectors including disaster risk management, weather and climate services, 
agriculture, etc. who are interested in and willing to apply AI technologies to their 
respective fields attended the event and were given an opportunity to share their 
concern and thoughts with the speakers and colleagues from other economies. 
 
The Symposium was composed of two sessions across two days, with approximately 
2 hours allotted for each day. In the first session “Tackling climate change with AI,” 
experts shared their expertise on how AI technologies can help the climate change 
adaptation and discussed key considerations in utilizing AI technologies in tackling 
climate change. On day 2, the second session “Application of AI towards the resilient 
APEC,” experts focused on the case studies on applying Ai technologies to climate-
related sectors including weather prediction, disaster monitoring using satellite 
through AI, and conservation. Also, challenges, opportunities, efforts amongst 
stakeholders on utilizing AI technologies towards resilient APEC were shared. 
Experts brought together their varied experience and insights on how emerging 
economies can better adopt AI technologies in climate change and overcome critical 
environmental challenges. Through the discussion session, experts and participants 
discussed and made recommendations on the use of AI technologies in tackling 
climate change as well as application of AI technologies to various climate-related 
fields such as climate prediction, disaster risk reduction, agriculture, biodiversity and 
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so on. With the knowledge and experience shared by the experts, participants 
increased their understanding on the use of AI technologies in tackling climate 
change. 
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Symposium summary 
 
Session I- Tackling climate change with AI 
 
The APEC Climate Symposium 2022 began on Thursday, 15 September 2022. For 
Session I – Tackling climate change with AI, Prof. Dale Durran from the University of 
Washington opened the session by introducing speakers and presented key topics of 
presentation and discussion for the session.  
 
This session shared status of AI in climate change including opportunities, challenges, 
and recommendations and NVDIA’s AI technologies. In addition, current level of 
credibility and reliability of AI technologies in climate change adaptation was 
discussed. Experts also shared their view on weather AI technologies are advanced 
enough to be applied in various sectors such as climate prediction, biodiversity, and 
so on. Advantages and disadvantages, challenges, and barriers in application of AI 
technologies were also explored. The session was finalized with considerations in 
developing and applying AI technologies in tackling climate change and ways forward 
were suggested. 
 
Prof. David Rolnick, assistant professor from the school of computer science at 
McGill University gave a presentation on “AI and Climate Change: Opportunities, 
challenges, and recommendations.”  
 
He explained the strengths and weaknesses of AI.  
 
<Strengths of AI> 

• AI is good at performing simple tasks quickly and automatically. Various kinds 
of tasks, everything from labelling images to, for example, making a prediction 
on the basis of past data to what’s going to happen in the future, tasks that 
human can do but we take a long time, but a computer can now scale up. 

• Finding subtle patterns in large datasets is another example. Machine 
learning algorithms infer patterns from data and take a large amount of data to 
work out how to decide based upon the data. They can find subtle patterns 
that a human might not have a patience for within a large dataset. 

• Optimizing complicated systems where there are many nubs that can be 
turned to control something quite complicated. 

 
<Weaknesses of AI> 

• AI algorithms are very sensitive to bad or biased data. If people have trained 
or developed the algorithm base on a large body of data, it will be very 
sensitive to what is in the data. So, if the data is bad or if it has a bias in it, 
which might be in serious bias introduced by the human who created that data, 
then the AI can perpetuate those inaccuracies or biases and can make them 
seen like objective truth whereas an AI is only as good as the data that was 
used to develop it. 

• AI algorithms do not fundamentally have a common sense. They do at best 
what they were told to do but they do not know the scope of human 
knowledge outside of the data that they were given. 

• Machine Learning algorithms, in particular, are very weak when it comes to 
explaining how they make a decision. They infer patterns from data and given 
new data that are able to predict and answer. But that prediction is out of thin 
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air, it does not necessarily come with any reasoning about why the answer is 
true. 

 
He then shared the five key opportunities for AI in tackling climate change; i) distilling 
raw data into actionable information, ii) improving operational efficiency, iii) 
forecasting, iv) speeding up time-intensive simulations, and v) accelerating scientific 
discovery. 

• In distilling raw data, the main role for AI is automatic labeling, for instance, 
satellite images or textual data. Examples includes mapping deforestation and 
carbon stock, gathering data on building footprints/heights, evaluation coastal 
flood risk, and parsing corporate disclosures for climate-relevant information.  

• In improving operational efficiency, the main role for AI is optimization and 
control. The examples include managing the electric grid, operating 
heating/cooling systems efficiently, and optimizing rail and multimodal 
transportation.  

• In forecasting, the main role for AI is predictions from time-series data. 
Examples include “nowcasting” for solar/wind power, forecasting electricity 
demand, and predicting crop yield from satellite images.  

• In speeding up simulations, the main role for AI is to approximate the output of 
time-intensive simulations. Examples include higher resolution predictions 
from climate models and simulating portions of car aerodynamics.  

• In accelerating scientific discovery, the main role for AI is to suggest which 
experiments to try. Examples include identifying candidate materials for 
batteries, photovoltaics, and energy-related catalysts and improving charging 
protocols for electric vehicle batteries. 

 
He also suggested some recommendations for government action for climate change 
and AI.  

• Data and digital infrastructure - it is necessary to ensure the availability of 
data and infrastructure on which AI algorithms depend. In this regard, he 
recommends that establishment of data task forces and platforms for data 
collection and sharing in climate-critical sectors. Also, it is necessary to 
support the availability of compute and data storage for researcher, civil 
society and smaller scale enterprises.  

• Research and innovation funding - it is necessary to ensure and direct funding 
for research and innovation in relevant technologies. In this regard, he 
recommends that ensuring funding on AI-for-climate project needs to be 
impact-driven, not tech-driven also considering pathways to deployment as 
well as accommodating AI where relevant within wider climate grand 
challenges. 

• Deployment and systems integration - it is necessary to ensure promising 
research and development is impactfully deployed and scaled. In this regard, 
he suggested development of cross-sectoral innovation centers to incubate 
projects, facilitate collaborations, and hone scaling models. Development and 
maintaining non-commercial public interest applications was suggested as 
well.  

• Capacity building - it is necessary to support the growth of literacy, talent, and 
tools needed for AI-for-climate projects to be deployed responsibly, effectively, 
and equitably. In this regard, he suggested implementation of AI literacy and 
upskilling programs for governments, climate-relevant industries, and civil 
society. Also, funding or facilitating secondment programs for AI experts 
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within climate-relevant sectors as well as the creating of trusted AI-for-climate 
solutions providers and auditors was suggested. 

 
Dr. Karthik Kashinath, principal scientists and engineer from NVIDIA corporation 
gave the second presentation on “Earth-2: digital twins for climate change prediction, 
mitigation and adaptation.” He introduced NVIDIA’s Earth-2 initiative in talking about 
how Machine Learning changes scientific computing and weather and climate 
change impacts. Earth-2 aims to building digital twins for weather and climate. Many 
climate scientists and weather modelers have worked on weather and climate 
modeling for a long time, but high-resolution climate prediction faces a serious 
computational challenge, and it is due to the computational challenges as it requires 
more computing than the current computational requirements. Also, interacting with 
high-resolution climate data is extremely difficult and this has to do with the fact that 
we have petabyte climate data available today and we cannot compute a very short 
set of km-scale simulations and they are memory-intensive which occupies a large 
amount of storage. Thus, we need systems that government policy makers, decision-
makers, planners can look at climate data and have them think about questions that 
require information systems that allow interactivity which currently does not exist for 
high-resolution climate data. 
 
The Earth-2 initiative began as a vision of a highly interactive climate information 
system for serving society with next-generation climate prediction. Its mission is to be 
able to interact with climate predictions at low latency to be able to get answers to 
questions much faster than we can today. Another mission is to achieve next-
generation weather and climate predictions using a combination of hybrid physics 
and Machine Learning as well HPC.  A digital twin is essentially digital replica of a 
physical system that’s faithful to the physics of that system, physics, chemistry, 
biology, all the science to that system. And it is also a system that is continuously 
calibrating itself as new data comes in, something that is updated constantly and can 
predict the future of that system with high accuracy. The digital twin can predict the 
evolution of the oceans and the atmosphere over a long period of time and can be 
coupled to a weather digital twin which is initialized using climate conditions and can 
run a very large ensembles of simulations for predicting extreme weather. It can be 
harvested and fed into a power plant digital twin that responses to changes in 
weather as well as an electrical grid model and electrical grid digital twin that can tell 
you about the vulnerability in the electrical grid due to weather fluctuations in extreme 
weather events. 
 
He then gave an example of what Machine Learning is capable today in terms of the 
complex chaotic turbulence system, so called ‘FourCastNet.’ The key features of 
FourCastNet are that it is about 45,000 times less computing intensive and about 
12,000 times less energy intensive than traditional remarkable weather simulations. 
FourCastNet is the highest resolution that we have currently today for data-driven 
remarkable weather prediction and about a million pixels. For climate science, given 
that FourCastNet is extremely good at weather prediction, it is suggested that 
combining this with climate simulations and basically using as an interpolator with 
checkpoints of very high-resolution numerical climate simulations. 
 
During the discussion session, experts addressed four discussion topics below.  
 
 The current level of credibility and reliability of AI technologies for climate 

change adaptation 



8 

• AI is beginning to become an important tool in climate change prediction, 
mitigation, and adaptation, however, there are several ways in which its 
credibility and reliability needs to be improved. 

• Currently, its power comes from its speed, increased accuracy in some 
contexts, and its ability to digest vast amounts of data and detect complex 
patterns and nonlinear relationship sin data. For example, it is a very powerful 
and reliable tool for detecting and tracking extreme weather events. Similarly, 
it is proving to be competitive for short- to medium-range weather forecasting. 
It is surprisingly powerful in emulating complex physical processes like 
atmospheric and oceanic fluid dynamics. 

• AI’s credibility and reliability for climate change is currently moderate 
(depends on context) but many exciting opportunities and challenges in 
extending AI technologies for climate change mitigation and adaptation are 
seen.  
 

 Are AI technologies advanced enough to be applied in various sectors such as 
climate prediction, biodiversity, etc.? 
• AI tools cannot solve every problem, but rather we should think of them in 

solving narrow well-defined problems. In terms of small well-defined problems, 
AI is advanced enough. 

• AI tools are not yet advanced enough to recommend policies, simulate the 
whole earth’s functioning or understanding how people behave. Some areas 
where AI methods can get better include; i) generalization to different data 
distributions (e.g. geographic or temporal shifts, outliers/long-tailed 
distributions); ii) interpretability; iii) incorporation of constraints and guarantees 
(often domain-specific); and iv) uncertainty quantification. 

• AI shows promise for those application sectors; however, it is less credible 
and reliable for long-term climate change prediction due to issues of 
extrapolation to new unseen regimes, large uncertainties, and physical 
inconsistency.  

• The literature shows many successful applications of AI for climate in the field 
of emulating complex multi-scale processes like convection and clouds, 
super-resolution for downscaling climate data, and accelerating numerical 
simulations by orders of magnitude.  

• Physics-informed AI is proved to be powerful at addressing the challenges of 
extrapolation, generalization, causality, physical consistency, and 
trustworthiness.  
 

 Advantages, challenges, and barriers in the application of AI technologies 
• In general, AI is good at scaling up human-solvable tasks where there is 

abundant data and picking out subtle patterns within the data. Other 
advantages include below. 
- Ability to digest vast volumes of data 
- Data compression and Simulation acceleration 
- Large-scale, multi-objective optimization 
- Multi-modal data fusion 
- Extracting complex nonlinear patterns and relationships 
- Enabling unprecedented scientific discoveries 
- Relatively low barrier for entry for beginners (easily available frameworks, 

intuitive programming languages, plenty of open-source software, lots of 
high-quality examples and tutorials, papers with code, canned ready-to-
use packages, etc.) 
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• AI is often not good at explaining why something is true, problems involving 
broader context, and problems in which there is limited/biased data. Other 
disadvantages include below. 
- AI models may not be physically consistent or meaningful 
- Cannot extrapolate to unseen regimes (generalizability) 
- Hard to interpret and diagnose failure modes 
- Theoretical underpinnings are yet to be fully resolves (bounds, regimes, 

guarantees) 
- Can have large uncertainties 
- Is data-oriented 
- Learns biases and errors that exist in the data 
- Model development and training requires some trial and error, and 

experience to know the nuances 
• The challenges include technosolutionism and over-optimism about AI, lack of 

cross-disciplinary literacy and capacity and data-sharing bottlenecks and data 
gaps. Other challenges and barriers include below. 
- AI requires learning a new set of skills and tools that traditionally have not 

been used in the climate science community 
- Nuances of what methods are appropriate for what problems, and how to 

design new customized solutions to the problem at hand can require deep 
expertise 

- Some AI models can be computationally intensive for training 
- Requires a highly inter-disciplinary team involving experts in AI/Machine 

Learning/Deep Learning, HPC, physical sciences, impacts modeling, 
working in close connection with the downstream users 

- The field is lack of benchmark curated datasets and problems. Some exist 
and are rapidly being developed, but many more are needed. 

- Some applications have very limited, sparse, biased, and uncertain data 
over only a short duration 
 

 Considerations in developing and applying AI technologies in tackling climate 
change and a way forward 
• Collaboration across disciplines, and with affected stakeholders is key 
• Equity considerations include who is empowered to work on problems, what 

problems are worked on, and where the data comes from 
• AI’s interaction with climate change is not limited to ‘AI for good’ applications. 

Ai is also used to accelerate oil and gas exploration and extraction. And the 
climate impact of some applications (e.g. self-driving cars) depend on how 
they are developed and deployed 

• Developing highly inter-disciplinary teams involving experts in AI/Machine 
Learning/Deep Learning, HPC, physical sciences, impacts modeling, working 
in close connection with the downstream users 

• Collaborations between academia, industry and governments are important 
• Careful examination of what is being learned by the AI machine, where does 

the data come from, is the training data reliable and of sufficient quality, what 
are the biases and uncertainties, does it serve the problem at hand well 

• Emphasis on reproducible, extensible, reusable, and scalable AI workflows-
many solutions today are for niche examples and hard to replicate or extend 
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or scale to a wider range of problems, or even the same problem but at a 
larger-scale 

• Open science, open-source technologies, and willingness to innovate together 
are helpful 

• thoughtful use of AI to ensure that is power is harnessed cleverly and to the 
maximum, but its pitfalls are not ignored 

• greater funding for high-risk, high-reward AI initiatives keeping in mind that the 
cost of climate change to the world is massive 
 

Session II – Application of AI towards the resilient APEC 
 
The second session commenced at 10:30AM KST on the 16th September 2022. 
Session II shared case studies where AI technologies are applied in climate-related 
sectors including weather prediction, drought monitoring and conservation. Also, 
experts discussed roles of government, international organizations, and private 
sectors on how best to transfer the AI technologies and promote international 
cooperation. Also, discussants addressed how to empower emerging economies in 
the APEC region for better adopting AI technologies for climate change adaptation. 
Needs from the emerging economies in adopting and applying AI technologies for 
climate change adaptation were shared and recommendations for the effective use 
of AI technologies in climate change adaptation and mitigation to enhance resilient 
APEC were made. The Session was chaired by Prof. Faridah Othman, Professor of 
Department of Civil Engineering at University of Malaya.There are some challenges 
that remain and highlighted a collaborative effort among various sectors at a global, 
regional, and local and community level is necessary.  
 
Dr. Wattana Kanbua, director of Meteorological Development Division at Thai 
Meteorological Department gave his presentation on ‘Weather prediction by using 
support vector machine.’ The AI and data science technology, specifically machine 
learning, bridge the gap between numerical prediction model and real-time guidance 
by improving accuracy. AI technique also extract otherwise unavailable information 
from forecast models by infusing model output with observation to provide additional 
decision support for forecasters and users. Machine learning, based on statistical 
methods, has been widely used to improve the accuracy of the prediction of air 
temperature and precipitation. AI is the innovation that creates change leads to the 
development of the technology of the future. But AI' s analytical thinking process 
consists of sub-components such as machine learning and deep learning, in which 
both elements act as the brain of the AI. It is an important part of learning, thinking, 
analyzing, and processing. And many methods are widely used including linear and 
non-linear regression, canonical correlation, artificial neural network, relevance 
vector machine and support vector machine. 
 
The Support Vector Machine (SVM) is a machine learning that is supervised learning 
by finding hyperplane between each data type with the largest margin from the data 
location. The main objective of SVM is to find the optimal hyperplane which linearly 
separates the data points in two components or classes by maximizing the margin or 
equivalently minimizing the magnitude of weighted vector. According to his research, 
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SVM model can give good prediction on air temperature and the prediction on 
precipitation is fairly good, but we still need to use existing approach along with the 
AI techniques as AI techniques require a plenty of data to create good prediction 
model. He finalized his talk by saying that applying AI techniques along with a 
physical understanding of the environment can significantly improve the prediction 
skill for multiple types of high-impact precipitation from tropical cyclones. 
 
Prof. Seonyoung Park from the department of Applied Artificial Intelligence at Seoul 
National University of Science and Technology gave the next presentation on 
‘Disaster monitoring using satellite through AI’ focusing on drought. According to her 
study, random forest produced the best performance for SPI prediction among the 
three approached. Land surface-related drought factors, e.g., Land Surface 
Temperature (LST) and Evapotranspiration (ET) showed higher relative importance 
for short-term meteorological drought while vegetation-related drought factors, e.g., 
Normalized Difference Vegetation Index (NVDI) and Normalized Multi-band Drought 
Index (NMDI) showed higher relative importance for long-term meteorological 
drought by random forest. In addition, While TRMM showed higher relative 
importance for meteorological drought, LST and NDVI showed higher relative 
importance for agricultural drought in the arid and humid region, respectively. 
 
Another study on a very short-term prediction of drought using remote sending data 
and MJO index through random forest over East Asia was shared. The validation 
results showed that drought prediction models with the Madden–Julian oscillation 
(MJO) variables outperformed the original models without the MJO variables. The 
predicted drought index maps showed similar spatial distribution to actual drought 
index maps. In particular, the MJO-based models captured sudden changes in 
drought conditions well, from normal/wet to dry or dry to normal/wet. Since the 
developed models can produce drought prediction maps at high resolution (5 km) for 
a very short timescale (one pentad), she mentioned that they are expected to 
provide decision makers with more accurate information on rapidly changing drought 
conditions.  
 
Third presentation was given by Dr. Dave Thau, global data and technology lead 
scientist from the World Wildlife Fund on ‘AI and Resilience from a Conservation 
Perspective.’ From his presentation, he showcased two projects that WWF is using 
Artificial Intelligence for conservation to help adapt to climate change.  
 
The first project he shared is ‘forest foresight,’ which was developed with the WWF 
Netherlands and is currently being applied in many places including Indonesia. This 
is an early warning system to predict deforestation. The ‘Forest Foresight’ tries to 
predict where forest loss will happen so that government or whoever is managing the 
land can act in time to help save the deforestation off. It has a set of tools that use 
machine learning to predict where forest loss will happen and them that creates 
alerts better than prioritized so that people using the system can identify the 
predictions that are most important to them. they can visualize where the predictions 
are, and they can prioritize based on what they think is important. When they identify 
an area that they want to investigate, they can use the tools to say where they are 
investigating and then follow up and take notes for what they have seen in the 
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investigation. The predictions from the system turned out to be true. The key to this 
system is to work with people on the ground who are actually managing the forest, 
including government, forest managers and other stakeholders. In order to do so, it 
is necessary to set up a team to coordinate stakeholders and organize training as 
well as regular meetings for each phase and finally align governance scheme and 
set up steering committee, user board etc. 
 
Another project he shared was on how WWF uses motion detecting cameras to help 
with climate resilience, so-called ‘Wildlife Insights.’ The challenges in wildlife 
conservations are:  i) camera traps can provide the necessary data about wildlife 
population; ii) millions of images are taken around the world every day, and iii) yet 
most of these images and data are not effectively shared or analyzed, leaving 
valuable insights just out of our reach. According to his presentation, the AI models 
in Wildlife Insights catch 79% of blank images with an error rate of less than 12% 
and for up to 100 species Wildlife Insights AI models are able to catch between 80% 
and 98.6% correctly. While human experts can label between 300-1000 images per 
hour, a single machine can identify 18,000 images per hour, and when we parallelize 
across hundreds or thousands of GPUs, AI can save biologists a lot of time. 
 
Challenges in the application of AI for conservation include; i) measuring the quality 
of life of people is very challenging; ii) there are issues around data privacy that are 
not true in other kinds of artificial intelligence; and iii) the biggest challenge is impact 
monitoring knowing when or what we are doing has an impact and what the impact is. 
 
During the discussion session, three experts, Ms. Kelly Forbes, executive director of 
AI Asia Pacific Institute, Prof. Seree Supratid, director of climate change and disaster 
center at Rangsit University, and Dr. Sanjay Srivastava, chief of disaster risk 
reduction of UNESCAP were brought together to address four discussion topics 
below.  
 
 Role of government, international organizations, and private sectors on how best 

to transfer the AI technologies and promote international cooperation  
• Trust is built from the understanding of how solutions function and the 

acceptance that it serves a societal need, meaning a positive relationship 
between humans and technology. If we trust GRAB/UBER already with our 
travel data learnings to help transport us from A to B, we could apply the 
same trust paradigms to share learnings in addressing climate change to 
improve the output of our agricultural fields for example 

• Amplifying comprehensive Information, Education and Communications 
campaigns to promote Trustworthy AI. That means encouraging a holistic IEC 
engagement strategy which fosters community engagement can be pivotal to 
promote principles and values that support or promote the development of 
trustworthy AI. It can boost public confidence and allay fears or 
misconceptions on the implications of AI. Developing human capacity needs 
to be at the forefront these issues 

• In order to promote international co-operation, we need to have several 
international workshops of real practice for member economies 

• It’s important to build credible narrative on the value that Artificial intelligence 
(AI) can add to a range of disaster risk reduction activities. For example, how 
AI improves risk analytics such as dynamic and multi-hazard risk assessment, 
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forecasting of extreme events, real time detection of events, its potential 
impacts, early warning to early action through the provision of situational 
awareness and decision support. The recognition of the fact AI enhances the 
overall operational capacities to manage disaster risk and its complex, 
compound and cascading impacts determines the role of the governments 

• Another outstanding issue to motivate and inspire the government is AI ethics. 
The promise of AI in Disaster Risk Reduction has motivated research and 
inspired new partnerships, bringing together experts from international 
organizations, from various scientific fields and diverse sectors. Such 
partnerships are key for driving AI in DRR forward 

• there need to be a series of concerted dialogues required involving the 
government organizations that deal with disaster risk management, related 
international organizations such as APEC Climate Centre and private 
agencies. There are some outstanding questions which need to address 
through the dialogues 
- What opportunities does AI present to manage disaster risk in the present 

context of increasing complex, compound, and cascading risk scenarios?  
- What are the challenges – institutional capacities, enabling policies for 

adoption of AI technologies, AI ethics and trustworthy AI?  
- How can the transfer of AI technologies address the challenges and 

benefit from the opportunities?  
- And, what role governments, international organizations and private 

sectors can play in enabling the transfer of AI technologies to reduce 
disaster risks? 

 
 How to empower emerging economies in the APEC region for better adopting AI 

technologies for climate change adaptation and overcoming critical 
environmental challenges 
• Empowering economies require support towards greater data availability, 

provide tools and packages to assist with AI development, enhance model 
explainability, offer new applications for AI-based methods, and contribute to 
the development of standards 

• Opportunities to leverage AI to enhance DRR approaches, and services also 
lies in sharing of open-source data, developing the tools and advancing AI-
related research 

• Another opportunity to support the implementation of AI in DRR is 
standardization; that is, the creation of internationally recognized guidelines 

• ESCAP/WMO Typhoon Committee has taken up several initiatives towards 
adopting AI technologies for forecasting the impacts of tropical cyclones on 
communities, economies and environment.  Such intergovernmental platforms 
including the APEC Climate Centre can help in empowering the emerging 
economies in the APEC region for scaling up adoption of AI in DRR 

 
 Needs from the emerging economies in adapting and applying AI technologies 

for climate change adaptation 
• Emerging economies need a better framework for the caption of data and 

adequate to regulation to foster data, enabling them to efficiently fight climate 
change. That data can then be used to monitor specific sectors 
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• Challenges and practices can be exchanged through a robust international 
cooperation structure 

• Disaster risk management and climate change adaptation need the use of big 
data analytics, AI and machine learning. The end users should be able to 
interactively communicate and contribute to these systems through social 
media, crowdsourcing, and citizen science. AI technologies thus open the 
prospect not just of dealing better with disasters but also of empowering 
people and encouraging more democratic and inclusive societies 

• In order to transfer AI knowledge to emerging economies, close collaboration 
in terms of workshop are significant 

 
 Recommendations for the effective use of AI technologies in climate change 

adaptation and mitigation to enhance resilient APEC 
• Focusing on a sectoral and targeted approach. Through a sectoral approach, 

case study economies can leverage their comparative advantages and niche 
strengths in specific areas where they have demonstrated relative success in 
terms of expertise and economic value. In pursuing this route, they can easily 
extract lessons and feedback which can be applied to other sectors 

• Aligned with this approach, regulation must be designed by sector, according 
to the most impactful practices - because some sectors can be more high 
polluters. On this note, sponsoring consultation practices using a sectoral 
approach could be a strong tool 

• Ability to cooperate and improve on these key issues will directly impact our 
individual and regional benefit. For these methods mentioned above to be 
successful, we need engagement starting from the regulators and among 
other stakeholders. In this regard, Tiered AI framework for International 
Collaboration (TAFIC) was suggested as a tool to build collaboration 

• Given the urgency we have in climate change, policy should work as enabler, 
increasing trust and enabling the adoption of the technology 

• A successful three-track strategy to have AI technologies to help analyze and 
respond to the increasingly complex systemic risks were suggested 
- Track 1 – Smart preparedness – Smart preparedness relies on intelligent 

solutions to tackle systemic risks and support lifesaving responses. These 
can take advantage of frontier technologies to improve risk analytics, 
digital solutions, impact forecasting and early warnings.  

- Track 2 – Innovation ecosystems – Innovation ecosystems incorporate the 
latest technological and other developments to synchronise institutions, 
technologies and policies in an agile way and carry out appropriate 
dynamic scenario planning. Such ecosystems can mitigate trade-offs 
between competing priorities and ensure that the complete package is 
cost-effective and risk-informed. 

- Track 3 – Integrating climate risk – To prepare for disasters during climate 
change all infrastructure investment must be risk-informed. Infrastructure 
in this case covers not only discrete assets such as roads and buildings, 
but also collective sets of systems that can be synchronized to provide 
essential services 
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Overview 
 

1. The APEC Climate Symposium 2022 was conducted on 15-16 
September 2022 both online and offline in Cha-Am, Thailand. The 
meeting of the APCC Working Group was also held in conjunction with 
the event. 
 

2. The event was attended by 246 participants from 31 economies – 
Australia; Brunei Darussalam; Chile; Hong Kong, China; Indonesia; 
Japan; Republic of Korea; Malaysia; New Zealand; Papua New 
Guinea; Peru; the Philippines; Chinese Taipei; Thailand; United 
States; Viet Nam; Samoa; Bangladesh; Brazil; Egypt; Ethiopia; India; 
Kiribati; Lao PDR; Mongolia; Nepal; Pakistan; Uganda; Spain; 
Switzerland; and Zambia. The participants included invited speakers 
and discussants, representatives from Domestic Hydrological and 
Meteorological Services, government officials, private sectors, non-
governmental agencies, and academia. Experts from a diverse range 
of backgrounds, including climatology, disaster risk management, 
conservation, AI technology and international development were 
invited to discuss ways to enhance APEC resilience through AI 
applications in climate change adaptation. A complete list of 
participants can be found in Annex I. 

 
Executive Summary 
 

3. The APEC Climate Symposium 2022, which focused on “Enhancing 
APEC resilience through AI applications in climate change adaptation,” 
aimed to benefit APEC member economies to gain the capacity and 
knowledge necessary for applying AI technologies in climate change 
adaptation. In the first session “Tackling climate change with AI,” 
experts shared their expertise on how AI technologies can help the 
climate change adaptation and discussed key considerations in 
utilizing AI technologies in tackling climate change. The second 
session “Application of AI towards the resilient APEC,” focused on the 
case studies on applying Ai technologies to climate-related sectors 
including weather prediction, disaster monitoring using satellite through 
AI, and conservation. Also, challenges, opportunities, efforts amongst 
stakeholders on utilizing AI technologies towards resilient APEC were 
shared. Experts brought together their varied experience and insights 
on how emerging economies can better adopt AI technologies in 
climate change and overcome critical environmental challenges. 
Through the discussion session, experts and participants discussed 
and made recommendations on the use of AI technologies in tackling 
climate change as well as application of AI technologies to various 
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climate-related fields such as climate prediction, disaster risk reduction, 
agriculture, biodiversity and so on. With the knowledge and experience 
shared by the experts, participants increased their understanding on 
the use of AI technologies in tackling climate change.  

 
Opening Ceremony 
 

4. The APEC Climate Symposium 2022 opened the event on Thursday, 
15 September 2022. The Opening Ceremony began at 10:30AM 
(KST) with Ms. Sangwon Moon, the head of the External Affairs 
Department at the APEC Climate Center (APCC), opening the 
ceremony and welcoming everyone to the event. She also thanked the 
co-host, the Thai Meteorological Department (TMD) for their great 
efforts putting together the event. Ms. Moon then introduced Mr. 
Chaiwut Thanakamanusorn, the Minister of Digital Economy Society of 
Thailand for his Opening Remarks. Mr. Thanakamanusorn started his 
Remarks by sending his appreciation to the APEC Climate Center and 
participants and spoke about the severity of climate change impact in 
the APEC region and highlighted the importance of translating AI 
technologies into protective measures against disaster risks and 
climate crisis for enhancing the resilience of the region. The session 
was closed with both virtual and on-site group photo of participants. 

 
Session I: Tackling climate change with AI 
 

5. Session I, chaired by Prof. Dale Durran, professor of the Department of 
Atmospheric Science at University of Washington in the United States, 
began at 10:40AM (KST) on 15 September 2022. This session shared 
status of AI in climate change including opportunities, challenges, and 
recommendations and NVDIA’s AI technologies. In addition, current 
level of credibility and reliability of AI technologies in climate change 
adaptation was discussed. Experts also shared their view on weather 
AI technologies are advanced enough to be applied in various sectors 
such as climate prediction, biodiversity, and so on. Advantages and 
disadvantages, challenges, and barriers in application of AI 
technologies were also explored. The session was finalized with 
considerations in developing and applying AI technologies in tackling 
climate change and ways forward were suggested.  
 

6. AI and Climate Change: Opportunities, challenges, and 
recommendations - Prof. David Rolnick (Assistant Professor, 
School of Computer Science, McGill University) 
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Prof. David Rolnick started his presentation by talking through at a very 
high-level what AI is as there are so many different words loading 
around. AI means a lot of things, but it generally means any computer 
algorithm that makes predictions, recommendations, or decisions 
based on a defined set of objectives, according to the definition from 
the OECD AI Principles. Within AI, there are several different 
techniques, different kinds of computer algorithms. Machine Learning 
which refers AI algorithms that infer patterns from data. Its techniques 
are kind of AI that have become extremely popular, effective in recent 
years. Within Machine Learning, people might have heard words like 
Deep Learning or Neural Networks, these are kinds of Machine 
Learning that is called to become extremely popular recently. There are 
many kinds of Machine Learning and many kinds of AI which are 
extremely affective and widely used. So, AI is not something that is 
extremely advancing necessarily or even remotely intelligent. There is a 
huge gap, which I think everyone should remember, between Artificial 
Intelligence and what we can really see about as intelligence in a 
human sense. AI is nowhere near humans. But it does have its 
strengths. For instance, performing simple tasks quickly and 
automatically. Various kinds of tasks, everything from labelling images 
to, for example, making a prediction on the basis of past data to what’s 
going to happen in the future, tasks that human can do but we take a 
long time, but a computer can now scale up. Finding subtle patterns in 
large datasets is another example. Machine learning algorithms infer 
patterns from data and take a large amount of data to work out how to 
decide based upon the data. They can find subtle patterns that a 
human might not have a patience for within a large dataset. Also, 
optimizing complicated systems where there are many nubs that can 
be turned to control something quite complicated. He then explained 
the weakness of machine learning and AI algorithms. AI algorithms are 
very sensitive to bad or biased data. If people have trained or 
developed the algorithm base on a large body of data, it will be very 
sensitive to what is in the data. So, if the data is bad or if it has a bias in 
it, which might be in serious bias introduced by the human who created 
that data, then the AI can perpetuate those inaccuracies or biases and 
can make them seen like objective truth whereas an AI is only as good 
as the data that was used to develop it. And sometimes, it’s worst. In 
addition, AI algorithms do not fundamentally have a common sense. 
They do at best what they were told to do but they do not know the 
scope of human knowledge outside of the data that they were given. 
And they are not able to perform with common sense or intuition about 
the broader context that the world around them. Also, they cannot 
explain, generally speaking, why their answers are true. This is 
particular the case of Machine Learning algorithms. It’s not the case for 



20 

all the AI algorithms. But Machine Learning algorithms, in particular, are 
very weak when it comes to explaining how they make a decision. They 
infer patterns from data and given new data that are able to predict and 
answer. But that prediction is out of thin air, it does not necessarily 
come with any reasoning about why the answer is true. 
 
He then dealt with matters on how AI and Machine Learning can be 
relevant to the context of climate action based on a report called 
‘Tackling climate change with Machine Learning’, which was published 
this year in ACM Computing Surveys, and this provides an overview of 
the many ways in which the AI and Machine Learning can be relevant 
in the fight against climate change, both climate change mitigation and 
adaptation. He shared five key opportunities for AI in tackling climate 
change: i) distilling raw data into actionable information, ii) improving 
operational efficiency, iii) forecasting, iv) speeding up time-intensive 
simulations, and v) accelerating scientific discovery. In distilling raw 
data, the main role for AI is automatic labeling, for instance, satellite 
images or textual data. Examples includes mapping deforestation and 
carbon stock, gathering data on building footprints/heights, evaluation 
coastal flood risk, and parsing corporate disclosures for climate-
relevant information. In improving operational efficiency, the main role 
for AI is optimization and control. The examples include managing the 
electric grid, operating heating/cooling systems efficiently, and 
optimizing rail and multimodal transportation. In forecasting, the main 
role for AI is predictions from time-series data. Examples include 
“nowcasting” for solar/wind power, forecasting electricity demand, and 
predicting crop yield from satellite images. In speeding up simulations, 
the main role for AI is to approximate the output of time-intensive 
simulations. Examples include higher resolution predictions from 
climate models and simulating portions of car aerodynamics. In 
accelerating scientific discovery, the main role for AI is to suggest 
which experiments to try. Examples include identifying candidate 
materials for batteries, photovoltaics, and energy-related catalysts and 
improving charging protocols for electric vehicle batteries.  
 
Then, he shared considerations for AI. AI is not a silver bullet and is 
also relevant sometimes. High-impact applications are not always 
flashy. Even when working with data, sometimes simple methods work. 
AI can be used to get the wrong answer fast and it is not a substitute 
for thinking. AI is intrinsically neither good nor bad for climate change 
and it is how it is being used. Finally, the partnership between 
stakeholders with complementary expertise is crucial in the successful 
application of AI in climate change.  
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He also suggested some recommendations for government action for 
climate change and AI. In terms of data and digital infrastructure, it is 
necessary to ensure the availability of data and infrastructure on which 
AI algorithms depend. For this, considerations are as follows; i) relevant 
data may not exist and are unequally distributed, ii) incentives and 
standards for data sharing are nascent, iii) data quality is often low and 
standards are lacking, iv) computing infrastructure is often a bottleneck. 
In this regard, he recommends that establishment of data task forces 
and platforms for data collection and sharing in climate-critical sectors. 
Also, it is necessary to support the availability of compute and data 
storage for researcher, civil society and smaller scale enterprises. In 
the perspective of research and innovation funding, it is necessary to 
ensure and direct funding for research and innovation in relevant 
technologies. For this, considerations are as follows; i) AI funding is 
often methodological and climate funding is often sector-specific, ii) 
there is a potential neglect of less flashy low-hanging fruit; and iii) there 
is imbalanced funding geographically and priorities are often driven by 
Global North. In this regard, he recommends that ensuring funding on 
AI-for-climate project needs to be impact-driven, not tech-driven also 
considering pathways to deployment as well as accommodating AI 
where relevant within wider climate grand challenges. In terms of 
deployment and systems integration, it is necessary to ensure 
promising research and development is impactfully deployed and 
scaled. For this, considerations are as follows; i) reliability or security 
guarantees are needed in some sectors, ii) organizational culture and 
legacy infrastructure may slow adoption; and iii) some opportunities fall 
outside traditional incentive structures. In this regard, he suggested 
development of cross-sectoral innovation centers to incubate projects, 
facilitate collaborations, and hone scaling models. Development and 
maintaining non-commercial public interest applications was suggested 
as well. In the view of capacity building, it is necessary to support the 
growth of literacy, talent, and tools needed for AI-for-climate projects to 
be deployed responsibly, effectively, and equitably. For this, 
considerations include as follows: i) capacity is needed across wide 
range of entities/geographies, private sector, civil society, etc.; ii) there 
is a need for cross-functional and cross-sectoral coordination; and iii) 
there is a risk of system capture or potentially it requires high costs. In 
this regard, he suggested implementation of AI literacy and upskilling 
programs for governments, climate-relevant industries, and civil society. 
Also, funding or facilitating secondment programs for AI experts within 
climate-relevant sectors as well as the creating of trusted AI-for-climate 
solutions providers and auditors was suggested.  
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7. Earth-2: Digital Twins for Climate Change Prediction, Mitigation 
and Adaptation - Dr. Karthik Kashinath (Principal scientist and 
engineer, HPC/AI, NVIDIA corporation) 

 
Dr. Karthik Kashinath introduced NVIDIA’s Earth-2 initiative in talking 
about how Machine Learning changes scientific computing and weather 
and climate change impacts. Earth-2 aims to building digital twins for 
weather and climate. Dramatic and extreme weather have impacts all 
around the globe. Wildfires, extreme flooding, droughts, extreme 
precipitation events, agricultural impacts are increasing its frequency 
and intensity and those impacts are not just on humans but also on the 
natural ecosystems and the entire planet. Thus, we urgently need 
better tools including wildfire prevention, water management, crop 
forecasting and a host of other very important applications that have 
critical consequences for society and natural ecosystems to prepare for 
the climate change. Many climate scientists and weather modelers 
have worked on weather and climate modeling for a long time, but high-
resolution climate prediction faces a serious computational challenge, 
and it is due to the computational challenges as it requires more 
computing than the current computational requirements. Also, 
interacting with high-resolution climate data is extremely difficult and 
this has to do with the fact that we have petabyte climate data available 
today and we cannot compute a very short set of km-scale simulations 
and they are memory-intensive which occupies a large amount of 
storage. Thus, we need systems that government policy makers, 
decision-makers, planners can look at climate data and have them 
think about questions that require information systems that allow 
interactivity which currently does not exist for high-resolution climate 
data. With the advances in computing and Machine Learning, we 
began to see many million-X speedups and accelerated computing 
over time. The Earth-2 initiative began as a vision of a highly interactive 
climate information system for serving society with next-generation 
climate prediction. Its mission is to be able to interact with climate 
predictions at low latency to be able to get answers to questions much 
faster than we can today. Another mission is to achieve next-generation 
weather and climate predictions using a combination of hybrid physics 
and Machine Learning as well HPC. Earth-2 is a very much 
collaborative initiative with international climate science society. A 
digital twin is essentially digital replica of a physical system that’s 
faithful to the physics of that system, physics, chemistry, biology, all the 
science to that system. And it is also a system that is continuously 
calibrating itself as new data comes in, something that is updated 
constantly and can predict the future of that system with high accuracy. 
The digital twin can predict the evolution of the oceans and the 
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atmosphere over a long period of time and can be coupled to a weather 
digital twin which is initialized using climate conditions and can run a 
very large ensembles of simulations for predicting extreme weather. It 
can be harvested and fed into a power plant digital twin that responses 
to changes in weather as well as an electrical grid model and electrical 
grid digital twin that can tell you about the vulnerability in the electrical 
grid due to weather fluctuations in extreme weather events. He then 
gave an example of what Machine Learning is capable today in terms 
of the complex chaotic turbulence system, so called ‘FourCastNet.’ 
FourCastNet is a name of the model that is based on the technologies 
that was used to developed it which is the Fourier Neural Operator so it 
stands for a Fourier Forecasting Neural Network. It is a data-driven 
digital twin of the weather. Some key features are that it is a global 
model and it’s used for medium-range weather forecasting. They are 
trying to push the limits to potentially sub-seasonal to seasonal scales. 
It is also based on a Full-Model emulation, so it is a full emulation of the 
atmospheric phenomena. The key features of FourCastNet are that it is 
about 45,000 times less computing intensive and about 12,000 times 
less energy intensive than traditional remarkable weather simulations. 
FourCastNet is the highest resolution that we have currently today for 
data-driven remarkable weather prediction and about a million pixels. 
So, we were able to ingest this very large data set because of a 
combination of advances in both Machine Learning and Computing. It 
is a physics-based approach that is looking for grid-free, high-resolution 
machine-learned solutions for a complex system such as the earth’s 
atmosphere that are governed by partial differential equations. The 
main advantage of having this extremely large ensembles is that we 
can then characterize the long tails of the distribution much more 
accurately with higher confidence and then capture these very rare 
extreme events with greater confidence. For climate science, given that 
FourCastNet is extremely good at weather prediction, it is suggested 
that combining this with climate simulations and basically using as an 
interpolator with checkpoints of very high-resolution numerical climate 
simulations. He finalized his talk by saying that climate modeling and 
weather forecasting are extremely computational and extensive and we 
can provide million X speedups by combining accelerated Computing 
and Machine Learning, and AI-powered digital twins are promising 
actionable results in actionable time. And Earth-2 is combining all these 
together to address challenges of our time. 

 
8. Questions and Answers 

 
There was a question from the audience on whether Earth-2 emulated 
the physical model with an AI model just to observe the dataset to 
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simulate the model and Dr. Kashinath answered that the FourCastNet 
is purely data-driven and it is trained on reanalysis data which 
combines numerical simulation dataset with observations. The result 
shown in the Omniverse from climate simulations from CESM at 25km, 
so Earth-2 uses both physical and AI models.  
 

9. Discussion  
 

For the first discussion topic, experts addressed the current level of 
credibility and reliability of AI technologies for climate change 
adaptation. Prof. Rolnick responded that some of the challenges that 
AI can have overall are in terms of robustness under data regimes like 
if the data were to change or if there were something that happened 
that the AI had not seen before, or if you need to understand why the 
AI is making a certain decision and that is another weakness that AI 
can have or you need to quantify the uncertainty in a prediction. The AI 
community is working on this area, but it is important to remember that 
most of these applications, the AI technologies are ready in some 
forms, and if we give them relatively straight forward and well-defined 
problems, they answer right most of the time. He also mentioned that 
the examples of applications he gave during his talk are being 
deployed now and in 10 years down the road, we will have better 
algorithms and they will be able to do more. He also added that it is 
important to remember the matrix or evaluating those tools really 
depend upon the situation. Thus, it is fundamentally important to 
develop AI tools together with the stakeholders who will be using those 
tools. Because what kind of reliability is needed really depends upon 
the setting. Dr. Kashinath also gave his response focusing on the two 
domains of weather and climate prediction. He mentioned that the 
data-driven weather prediction is starting to get very close to the 
numerical prediction. Thus, the accuracy, the skill and the performance 
of the models is very good. Yet, the credibility and reliability of these 
models are still underdeveloped partly because it is a field that is very 
driven by the science of the physics of a system. In order to make 
weather prediction reliable and creditable for forecaster and 
meteorologist, they would like to understand a little more about how 
these predictions were made and if it has the features that we care 
about such as actual atmosphere and the ocean. In terms of climate 
prediction, it is very early stage for AI to be reliably and credibly predict 
climate change which is several decades ahead as climate is changing 
and its distribution is not stationary. Thus, there are a lot of work to be 
done to build credibility and reliability in the climate change model.  
 



25 

The second topic of the discussion was on whether the technologies 
are advanced enough to be applied in various sectors such as climate 
prediction and biodiversity, etc. Prof. Rolnick began his response by 
mentioning that AI tools cannot solve every problem, but rather we 
should think of them in solving narrow well-defined problems. AI tools 
are not yet advanced enough to recommend policies, simulate the 
whole earth’s functioning or understanding how people behave. In 
terms of small well-defined problems, AI is advanced enough through.  
 
The discussion was followed by the next topic of advantages, 
challenges, and barriers in the application of AI technologies. Prof. 
Rolnick mentioned that the biggest challenge is technical solutionism 
thinking that fancy technologies are going to solve all our problems. 
We should use those technologies where relevant. For instance, in 
flood response, AI can be very impactful currently. Some of the 
barriers from a practical perspective include a lack of data, 
computational infrastructure, and particularly inequitable distribution 
and geographically of data and digital infrastructure. Barriers in 
capacity, especially knowledge of relevant AI tools within both private 
and public sector, lack of international cooperation on various critical 
issues were also mentioned. Dr. Kashinath also added that as AI is a 
very complex field and it requires a fair amount of time to understand 
how these tools work, what their limitations are, what their advantages 
are. Thus, the collaboration and bringing together expertise are critical 
for the success of AI application. For instance, weather and climate 
prediction field needs to bring together experts in the physical science, 
AI, computing, impacts, and so on so all those experts need to be 
working together to develop these solutions.  
 
The discussion session was finalized with sharing thoughts for 
developing and applying AI technologies in tackling climate change 
and a way forward. Prof. Rolnick summarized his thoughts first. n 
terms of distilling data into usable information forecasting and 
prediction in optimization of complicating systems, operational 
complicated systems to be more efficient and accelerating scientific 
discovery and speeding up simulations. And I think it's important to 
recognize that there are a multitude of medium impact problems. 
There is no single way that AI is solving climate change, or no single 
application of AI that is the way that we should be pushing forward. 
There are a lot of ways to integrate AI into existing climate strategies to 
make them somewhat better. And so, one should struggle against the 
impulse to think that AI is blur that the way forward is to use AI in this 
kind of application or this kind of application, because there are a lot of 
different applications and no one of them is the answer in any way. we 
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should be thinking in terms of building knowledge and capacity to use 
these kinds of technological tools very critically, where they are 
relevant. In addition, he mentioned that AI is a multi purpose tool and 
there are many ways that AI is being used in ways that are detrimental 
to climate action. So fundamentally, aligning AI with climate action 
requires more than just adding good applications of AI on top of 
business as usual. Dr. Kashinath added his point saying that 
developing highly interdisciplinary teams and combining the expertise 
that we have in academia with industry and government resources are 
very important. Also, he highlighted the importance of funding which 
funds high-risk, high-reward opportunities at the intersection of science 
and AI and see if there can be explorations of potentially radical 
approaches to address some of the most pressing challenges for our 
time, climate change.  

 

Session II: Application of AI towards the resilient APEC 
 

10. The second session of Symposium commenced at 10:30AM KST on 
the 16th September 2022.  Session II shared case studies where AI 
technologies are applied in climate-related sectors including weather 
prediction, drought monitoring and conservation. Also, experts 
discussed roles of government, international organizations, and private 
sectors on how best to transfer the AI technologies and promote 
international cooperation. Also, discussants addressed how to 
empower emerging economies in the APEC region for better adopting 
AI technologies for climate change adaptation. Needs from the 
emerging economies in adopting and applying AI technologies for 
climate change adaptation were shared and recommendations for the 
effective use of AI technologies in climate change adaptation and 
mitigation to enhance resilient APEC were made. The Session was 
chaired by Prof. Faridah Othman, Professor of Department of Civil 
Engineering at University of Malaya. 
 

11. Weather Prediction by using Support Vector Machine - Dr. 
Wattana Kanbua (Director, Meteorological Development Division, 
Thai Meteorological Department) 

 
Dr. Wattana Kanbua gave a presentation on weather prediction by 
using support vector machine. He first began his presentation by 
describing natural disaster in Thailand. In Thailand, the floods normally 
occur in rainy season which is from mid-May to the mid-October and 
people are worried about the climate change as they affect their land 
use such as roads and construction of buildings while obstruct the flow 
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of the water. Next, he briefly explained the precipitation and 
temperature as they are two very important parameters in climate. 
Forecasting and monitoring precipitation and air temperature are 
fundamental issues for the society and various sectors of the economy. 
We can plan the activities of the community and be prepared to deal 
with droughts, flood and cold weather. At the Thai Meteorological 
Department (TMD), they are currently trying to explore new ways of 
forecasting such as artificial intelligence to forecast the weather. The AI 
and data science technology, specifically machine learning, bridge the 
gap between numerical prediction model and real-time guidance by 
improving accuracy. AI technique also extract otherwise unavailable 
information from forecast models by infusing model output with 
observation to provide additional decision support for forecasters and 
users. Machine learning, based on statistical methods, has been widely 
used to improve the accuracy of the prediction of air temperature and 
precipitation. AI is the innovation that creates change leads to the 
development of the technology of the future. But AI' s analytical thinking 
process consists of sub-components such as machine learning and 
deep learning, in which both elements act as the brain of the AI. It is an 
important part of learning, thinking, analyzing, and processing. And 
many methods are widely used including linear and non-linear 
regression, canonical correlation, artificial neural network, relevance 
vector machine and support vector machine. 
 
He then explained how he used the Support Vector Machine (SVM) to 
improve his model. SVC is a machine learning that is supervised 
learning by finding hyperplane between each data type with the largest 
margin from the data location. The main objective of SVM is to find the 
optimal hyperplane which linearly separates the data points in two 
components or classes by maximizing the margin or equivalently 
minimizing the magnitude of weighted vector. He shared his study 
results using SVM in the forecast of precipitation. In his study, he 
collected time series climate dataset from the weather stations in 
Thailand and used them for training them with SVM method. The 
training set was composed of data from 2011 to 2019 and the test set 
used for the model validation of prediction was composed of data from 
1 March 2020 to 31 December 2021. According to his study, the Mean 
Absolute Error (MAE) ranges from 0.72 to 2.08 and the Mean Absolute 
Percentage Error (MAPE) ranges from 3.18 to 10.07 for minimum 
temperature whereas MAE ranges from 1.92 to 3.88 and MAPE ranges 
from 6.27 to 10.26 for maximum temperature. In contrast, MAE ranges 
from 6.98 to 18.64 for precipitation. In conclusion, he mentioned that 
SVM model can give good prediction on air temperature and the 
prediction on precipitation is fairly good, but we still need to use existing 
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approach along with the AI techniques as AI techniques require a 
plenty of data to create good prediction model. He finalized his talk by 
saying that applying AI techniques along with a physical understanding 
of the environment can significantly improve the prediction skill for 
multiple types of high-impact precipitation from tropical cyclones.  
 

12. Disaster Monitoring using Satellite through AI - Prof. Seonyoung 
Park (Assistant Professor, Dept. of Applied Artificial Intelligence, 
Seoul National University of Science and Technology) 

 
Prof. Seonyoung Park gave her presentation on disaster monitoring 
using satellite through AI, focusing on drought. She began her 
presentation by defining two types of AI, strong AI and weak AI. The 
weak AI has one purpose only while strong AI controls a number of 
purposes like human being and that is why many scientists and 
researchers try to develop strong AI. She then shared her research 
outcomes. Drought triggered by a deficit of precipitation, is influenced 
by various environmental factors such as temperature and 
evapotranspiration and causes water shortage and crop failure 
problems. In her study, multi-sensor data are used to assess 
meteorological and agricultural drought. Machine learning approaches 
are used also to examine the importance of drought factors. Drought 
indicators are developed to monitor meteorological and agricultural 
drought and satellite-based drought monitoring is assessed for different 
climate regions. The relationship between sixteen remote sensing-
based drought factors and in-situ reference data was modeled through 
three machine learning approaches: random forecast, boosted 
regression trees, and Cubist, which have proved to be robust and 
flexible in many regression tasks. Results showed that random forest 
produced the best performance for SPI prediction among the three 
approached. Land surface-related drought factors, e.g., Land Surface 
Temperature (LST) and Evapotranspiration (ET) showed higher 
relative importance for short-term meteorological drought while 
vegetation-related drought factors, e.g., Normalized Difference 
Vegetation Index (NVDI) and Normalized Multi-band Drought Index 
(NMDI) showed higher relative importance for long-term meteorological 
drought by random forest. Six drought factors were selected based on 
the relative importance by their category to develop drought indicators 
that represent meteorological and agricultural drought by using the 
relative importance as weights. While TRMM showed higher relative 
importance for meteorological drought, LST and NDVI showed higher 
relative importance for agricultural drought in the arid and humid region, 
respectively. She also mentioned some limitations of her study 
including that crop yield samples were limited due to the study area 
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selection and as the current thresholds to determine drought conditions 
are arbitrary, specific standards and guidelines on thresholds should 
follow.  Finally, drought distribution maps were produced using the 
drought indicators and compared with the U.S. Drought Monitor 
(USDM) maps, which showed a strong visual agreement. Then, she 
shared another study on a very short-term prediction of drought using 
remote sending data and MJO index through random forest over East 
Asia. Although many drought monitoring and warning systems have 
been developed in recent decades, the short-term prediction of 
droughts (within 10 days) is still challenging. In this study she has 
developed drought prediction models for a short-period of time (one 
pentad) using remote-sensing data and climate variability indices over 
East Asia through random forest machine learning. Satellite-based 
drought indices were calculated using the European Space Agency 
(ESA) Climate Change Initiative (CCI) soil moisture, Tropical Rainfall 
Measuring Mission (TRMM) precipitation, Moderate Resolution 
Imaging Spectroradiometer (MODIS) land surface temperature (LST), 
and normalized difference vegetation index (NDVI). The real-time 
multivariate (RMM) Madden–Julian oscillation (MJO) indices were used 
because the MJO is a short timescale climate variability and has 
important implications for droughts in East Asia. The validation results 
showed that those drought prediction models with the MJO variables 
outperformed the original models without the MJO variables. The 
predicted drought index maps showed similar spatial distribution to 
actual drought index maps. In particular, the MJO-based models 
captured sudden changes in drought conditions well, from normal/wet 
to dry or dry to normal/wet. Since the developed models can produce 
drought prediction maps at high resolution (5 km) for a very short 
timescale (one pentad), she mentioned that they are expected to 
provide decision makers with more accurate information on rapidly 
changing drought conditions. Also, she added that although RMM MJO 
indices contributed to enhancement of drought prediction, there is still 
a limitation. The performances of drought prediction models were 
saturated to 0.7 in correlation in three drought indices. Therefore, she 
suggested other factors including interannual climate variability and 
local characteristics including topography and land use be investigated 
to develop more accurate prediction model in the future.  

 
13. AI and Resilience from a Conservation Perspective - Dr. Dave 

Thau (Global data and technology lead scientist, Global Science, 
World Wildlife Fund) 
 
Dr. Dave Thau from the World Wildlife Fund (WWF) opened his 
presentation by introducing WWF. The mission of WWF is to conserve 
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nature and reduce the most pressing threats to the diversity of life on 
Earth. They work in 100 different economies around the world and 
have offices in many places and work mainly on the conservation. Six 
main areas of focus include forests, freshwater, oceans, wildlife 
conservation, climate and food. The world is facing with three 
challenges: climate change, biodiversity loss, and food insecurity. In 
terms of climate change, the temperature anomalies are increasing 
with the amount of CO2 in the atmosphere and the impact that is 
having around the world is notable. According to German watch that 
publishes a global climate risk index, it lists the top 10 economies with 
the highest risk. Many of them are in Asia and the Intergovernmental 
Panel on Climate Change recently released the report on vulnerability 
to climate change. In terms of biodiversity, the challenge is that 
extinctions are increasing, and the population size of different species 
is decreasing, and it is affecting different species more than others. But 
we know that biodiversity is decreasing around the world, and this is 
exacerbated by climate change. And one of the tools that we use to 
help battle this is artificial intelligence. Then, he continued his 
presentation by showcasing two projects that WWF is using artificial 
intelligence for conservation to help adapt to climate change. The first 
project he introduced was a project called ‘forest foresight’ which was 
developed with the WWF Netherlands and is currently being applied in 
many places including Indonesia. This is an early warning system to 
predict deforestation. The deforestation is a big issue around the world, 
many tons of CO2 are released because of deforestation. Large swaps 
of forest or loss that has impact on biodiversity and many people are 
impacted by it. More than 1.6 billion people depend on forests, and the 
estimates of the impact of forest degradation and destruction are about 
20%, 17% of a global carbon emission come from degradation. And 
much of the world's biodiversity, different kinds of wildlife and plant life 
are living in forest. The ‘forest foresight’ tries to predict where forest 
loss will happen so that government or whoever is managing the land 
can act in time to help save the deforestation off. It has a set of tools 
that use machine learning to predict where forest loss will happen and 
them that creates alerts better than prioritized so that people using the 
system can identify the predictions that are most important to them. 
Then, there are tools to help them identify where they have 
investigated and measure the impact of their investigation, and then 
that information goes back into train the machine learning model. They 
also use satellite data, and it uses algorithm called XG boost or 
Extreme Gradient boosting. It t rains predictive model, which is then 
displayed to the forest managers to determine where they should 
investigate on the ground. So, they can visualize where the predictions 
are, and they can prioritize based on what they think is important. 
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When they identify an area that they want to investigate, they can use 
the tools to say where they are investigating and then follow up and 
take notes for what they have seen in the investigation. The predictions 
from the system turned out to be true. The key to this system is to work 
with people on the ground who are actually managing the forest, 
including government, forest managers and other stakeholders. In 
order to do so, it is necessary to set up a team to coordinate 
stakeholders and organize training as well as regular meetings for 
each phase and finally align governance scheme and set up steering 
committee, user board etc.  
 
Then, he gave another example on how WWF uses motion detecting 
cameras to help with climate resilience, so-called ‘Wildlife Insight.’ The 
challenges in wildlife conservations are: i) camera traps can provide 
the necessary data about wildlife population; ii) millions of images are 
taken around the world every day, and iii) yet most of these images 
and data are not effectively shared or analyzed, leaving valuable 
insights just out of our reach. According to his presentation, the AI 
models in Wildlife Insights catch 79% of blank images with an error 
rate of less than 12% and for up to 100 species Wildlife Insights AI 
models are able to catch between 80% and 98.6% correctly. While 
human experts can label between 300-1000 images per hour, a single 
machine can identify 18,000 images per hour, and when we parallelize 
across hundreds or thousands of GPUs, AI can save biologists a lot of 
time. He finalized his talk by sharing some challenges in the application 
of AI for conservation. Firstly, in conservation, measuring the quality of 
life of people is very challenging and there are issues around data 
privacy that are not true in other kinds of artificial intelligence. In 
addition, the biggest challenge is impact monitoring knowing when or 
what we are doing has an impact and what the impact is.  

 
14. Discussion  

 
The discussion session began with the first question, focusing on ‘Role 
of government, international organizations, and private sectors on how 
best to transfer the AI technologies and promote international 
cooperation.’  
 
Ms. Kelly Forbes, Executive Director of AI Asia Pacific Institute began 
answer the question by explaining that the success of AI in society will 
be directly correlated to the ability of humans to adopt and trust its 
capabilities.  The downside of this powerful technology is that it has a 
fear and hype which in turn reduces its ability to be effective in sectors 
that matter like health, education, energy, and agriculture. Government, 
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international organizations, and private sectors have a role to ease the 
adoption and address the right elements from a policy, scientific, 
engineering, and human aspect. AI is international. It crosses borders 
and therefore we can only appropriately address these elements 
through international cooperation.  She especially shed a light on the 
importance of trust. Trust is built from the understanding of how 
solutions function and the acceptance that it serves a societal need, 
meaning a positive relationship between humans and technology. If we 
trust GRAB/UBER already with our travel data learnings to help 
transport us from A to B, we could apply the same trust paradigms to 
share learnings in addressing climate change to improve the output of 
our agricultural fields for example. 
 
After that, she also added that we must amplify comprehensive 
information, education, and communications campaigns to promote 
Trustworthy AI. That means encouraging a holistic engagement 
strategy which fosters community engagement that can be pivotal to 
promote principles and values that support or promote the development 
of trustworthy AI. It can boost public confidence and allay fears or 
misconceptions on the implications of AI. At the same time, we must 
proceed and continue to build on public confidence and developing 
human capacity needs to be at the forefront these issues. 
 
Prof. Seree Supratid, Director of climate change and disaster center at 
Rangsit University shared his view highlighting the role of science in 
policy making. He mentioned that AI applications are growing but 
slower compared to other business sectors, especially in the 
government and most of AI users are from the academia. One of the 
main reasons is limited data availability. In order to promote 
international cooperation on AI application, he said it requires various 
international workshops to allow users to learn the practical use of AI 
application.  
 
Dr. Sanjay Srivastava, Chief of disaster risk reduction of UNESCAP, 
addressed that It’s important to build credible narrative on the value 
that Artificial intelligence (AI) can add to a range of disaster risk 
reduction activities. For example, how AI improves risk analytics such 
as dynamic and multi-hazard risk assessment, forecasting of extreme 
events, real time detection of events, its potential impacts, early 
warning to early action through the provision of situational awareness 
and decision support. The recognition of the fact AI enhances the 
overall operational capacities to manage disaster risk and its complex, 
compound and cascading impacts determines the role of the 
governments. Then, he gave an example of what difference AI can 
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make. building on the work on flood forecasting in previous years, 
Google extended, just in time for 2020/2021 monsoon season, its AI 
based next generation flood forecasting work in India and Bangladesh. 
Using Google AI technology to optimize the targeting of every alert the 
two governments send out; it is estimated that over 200 million people 
across an area spanning more than 250,000 square kilometers will 
have benefitted from the early warning system. The new forecasting 
model allows to double the lead time of many of the alerts in the past 
providing more notice to governments and giving tens of millions of 
people an extra day or so to prepare. It also provides people with 
information about flood depth: when and how much flood waters are 
likely to rise. The information is provided through mobile phone in 
different formats, so that people can both read their alerts and see 
them presented visually and in their local languages. 
 
The second topic of discussion, ‘how to empower emerging economies 
in the APEC region for better adopting AI technologies for climate 
change adaptation and overcoming critical environmental challenges 
was followed.  
Ms. Kelly Forbes mentioned that the future of power will transit from a 
predominantly fuel based power (e.g. oil, gas, water, etc.) to a mainly 
technology-based power. The driver for this change is that no matter 
how energy intensive the fuel, the fundamental principles of centralized 
power systems are highly inefficient. Thus, Artificial Intelligence has a 
critical role to play in this shift to facilitate keeping the lights on and the 
price affordable, while enabling and accelerating the distributed 
network, promise of a targeted NetZero emissions and sustainable 
power. Autonomous Power Systems are our best bet in stabilizing 
demand, emissions, affordability, and supply. This is where Artificial 
Intelligence comes in. Not only to be able predict potential volatility to 
the entire system but also to better identify efficiency gains through 
optimization of generation, management of grids, or sharing of power 
is a problem best solved by learning algorithms.  For those of us who 
know the strengths of data and learning technologies, we very well see 
a world with automation of generation and grid operations as the best 
possible solution to keep the cost of KWH down and the losses of 
energy as well as the resulting emissions to the minimum. Artificial 
Intelligence will help drive sustainability in the future much better than 
any individual fuel source can and the application of this technology is 
one that most power companies are just not ready for. 
 
Prof. Seree Supratid added that emerging economies need guidelines 
and code of conduct in terms of AI applications as they are at the very 
early stage of applying AI technologies in various fields, especially in 
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forecasting. Most of SMEs are behind the advancement of technology 
and so they need budget and technical support from the government. 
Also, project-based demonstration for the farmers who are working in 
the field of agriculture on how they can use AI technologies to enhance 
their productivity will be helpful.  
Dr. Sanjay Srivastava explained the simplified AI lifecycle for disaster 
risk management. The Ai is making a difference for disaster risk 
management and that begins with data collection. In data collection, 
ones should consider data custodianship, curation, preparation, 
annotation, validation, ethics, privacy, ownership, and open source. 
Data policies and standardization of regulations play a very important 
role as well. Next one is model development. In model development, 
ones should consider handing of missing values in training data, 
problem formulation, selection of machine learning method, 
performance metrics and trustworthiness. The last one is model 
deployment. For this part, opportunities include real-time detection 
systems for alerts and early warning system, forecast and hazard 
mapping systems, and situational awareness and decision support 
systems. Then he gave an example of UNESCAP/WMO Typhoon 
Committee which has taken up several initiatives towards adopting AI 
technologies for forecasting the impacts of tropical cyclones on 
communities, economies and environment. He added that such 
intergovernmental platforms can help in empowering economies in the 
APEC region for scaling up the adoption of AI in Disaster Risk 
Reduction.  
 
The next discussion topic was ‘needs from the emerging economies in 
adopting and applying AI technologies for climate change adaptation.’  
 
Ms. Kelly Forbes responded to the discussion topic by saying that the 
challenge ahead is significant, and it cannot be done without learning 
technologies.  The ability to process vast amount of data in an instant 
and the discipline to build the right signals across the system to 
anticipate, understand and prescribe actions will be a must have to 
operate an energy business. Emerging economies need a better 
framework for the caption of data, and they need adequate to 
regulation to foster data, enabling them to efficiently fight against 
climate change. That data can then be used to monitor specific sectors. 
We need to see better policies facilitating hybrid systems, such as the 
use of batteries. On these learnings and going back to the importance 
of this. challenges and practices can be exchanged through a robust 
international cooperation structure. 
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Prof. Seree Supratid also added his point saying that they face 
constrains of budget, human recourse, development, and knowledge 
to transfer the AI technologies; thus, he highlighted an importance of 
holding workshops to facilitate the learning and application of AI 
technologies in the field of agriculture and water management, 
especially in Thailand. 
 
Dr. Sanjay Srivastava spotlighted one point as an example which can 
be very critical in disaster risk management. A project of NASA known 
as the Shuttle Radar Topography Mission (SRTM) is used worldwide 
by researcher working on coastal resilience. Analysts have relied on 
data sensed from Earth’s orbit through SRTM but it has been found to 
over-estimate elevation by around two meters and correspondingly to 
dramatically under-estimate inundation. Now coastal digital elevation 
models (DEM) use AI/machine learning to produce a more accurate 
dataset, particularly for densely populated areas where people and 
structures are at greatest threat from rising sea levels. He mentioned 
that through this type of AI, economies can empower or use them to 
scale up adoption of the newly developed technologies.  
 
The last discussion topic was ‘recommendations for the effective use 
of AI technologies in climate change adaptation and mitigation to 
enhance resilient APEC.’  
 
Ms. Forbes highlighted the importance of focusing on a sectoral and 
targeted approach. Economies have identified priority sectors where AI 
can have the most significant impact with a relatively short period of 
implementation. Such trends are dictated mainly by socio-economic 
challenges unique to each economy as well as by the nature of AI 
which is oriented towards scoping, testing, prototyping and scaling. In 
Japan, for example, we have emissions monitoring on fleet level, and 
other applications have been successful. Satellite images have also 
been successfully deployed in Australia. Through a sectoral approach, 
case study economies can leverage their comparative advantages and 
niche strengths in specific areas where they have demonstrated 
relative success in terms of expertise and economic value. In pursuing 
this route, they can easily extract lessons and feedback which can be 
applied to other sectors. She also added that Aligned with this 
approach, regulation must be designed by sector, according to the 
most impactful practices - because some sectors can be more high 
polluters. On this note, sponsoring consultation practices using a 
sectoral approach could be a strong tool, e.g. emission on satellite no 
one does it better than mining. Finally, she mentioned that our ability to 
cooperate and improve on these key issues will directly impact our 
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individual and regional benefit. The quest to foster AI technologies to 
mitigate climate change is very much tied to the existing and 
impending socio-economic challenges that each economy faces or 
foresees in the medium-to-long term. For these methods mentioned 
above to be successful, you need engagement starting from the 
regulators and among other stakeholders. She also added that her 
organization proposed the Tiered AI framework for International 
Collaboration (TAFIC) as a tool to build collaboration. The function of 
this proposed framework begins between humans, between cities, 
between economies, regionally and globally. Inherit in moving through 
these steps is the facilitation of Infrastructure and Policy as either an 
enabler or a blocker for success. We should consider policy as a key 
enabler to those institutions, corporations and organisations leading 
the path by sector and economy. Given the urgency we have in climate 
change, policy should work as enabler, increasing trust and enabling 
the adoption of the technology.  
 
Prof. Supratid also made his point adding the importance of training 
next generation. From his perspective, the use of AI technologies will 
be effective when it fosters young scientists so that the knowledge and 
experience are transferred successfully to them and they can be the 
important human resources to apply AI technologies in the fight 
against climate change.  
 
Dr. Srivastava mentioned that The Asia-Pacific region is thus faced 
with increasingly complex systemic risks, though it can look to AI 
technologies to help analyse and respond to them. A successful three-
track strategy will include smart preparedness, innovative ecosystems 
and integration of climate risks. First one is ‘Smart preparedness.’ 
Smart preparedness relies on intelligent solutions to tackle systemic 
risks and support lifesaving responses. These can take advantage of 
frontier technologies to improve risk analytics, digital solutions, impact 
forecasting and early warnings. Second one is ‘Innovation 
ecosystems.’ Innovation ecosystems incorporate the latest 
technological and other developments to synchronise institutions, 
technologies and policies in an agile way and carry out appropriate 
dynamic scenario planning. Such ecosystems can mitigate trade-offs 
between competing priorities and ensure that the complete package is 
cost-effective and risk-informed. Last one is ‘Integrating climate risk 
and disaster management.’ To prepare for disasters during climate 
change all infrastructure investment must be risk-informed. 
Infrastructure in this case covers not only discrete assets such as 
roads and buildings, but also collective sets of systems that can be 
synchronized to provide essential services.  
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Prof. Othman, the chair of the discussion session, finalized the session 
by highlighting that we need to make sure what the objectives of AI 
applications are in using AI for any purpose as AI is very customized to 
problems. Then, she ended the session appreciating all the speakers 
and participants for their active discussion.  

 
Closing Ceremony 
 

15. Mr. Do-Shick Shin, Executive Director of the APEC Climate Center, 
concluded the symposium with a speech highlighting the importance of 
productive presentation and discussion on the application of AI for 
climate change adaptation. Also, he thanked organizing committee for 
their hard work and speakers, discussants, and moderators for their 
contribution. Finally, he thanked all participants for their participations 
and interests on making APCS 2022 as a successful event. After this, 
the symposium came to an end.  
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[Annex II: Program] 
Time 
(Thailand) Session 

Thursday 15 September 2022 
8:30 – 8:40 Opening Session 

 Opening remarks by Ministry of Digital Economy Society, 
Thailand  

8:40 – 10:30 Session I - Tackling climate change with AI 
Chair: Prof. Dale Durran (Professor, Dept. of Atmospheric 
Science, University of Washington) 
Speakers 
 AI and Climate Change: Opportunities, challenges, and 

recommendations - Prof. David Rolnick (Assistant 
Professor, School of Computer Science, McGill University) 

 Earth-2: Digital Twins for Climate Change Prediction, 
Mitigation and Adaptation - Dr. Karthik Kashinath (Principal 
scientist and engineer, HPC/AI, NVIDIA corporation) 

Discussion 
[Topics] 
 Current level of credibility and reliability of AI technologies 

against climate change adaptation 
 Are AI technologies advanced enough to be applied in 

various sectors such as climate prediction, biodiversity, 
etc.? 

 Advantages, disadvantages, challenges and barriers in 
application of AI technologies 

 Considerations in developing and applying AI technologies 
in tackling climate change and way forward 

[Panelists] 
• Prof. David Rolnick (Professor, School of Computer 

Science, McGill University) 
• Dr. Karthik Kashinath (Principal scientist and engineer, 

HPC/AI, NVIDIA corporation) 
Friday 16 September 2022 
8:30 – 10:25 Session II - Application of AI towards the resilient APEC 

Chair: Prof. Ir. Dr. Faridah Othman (Professor, Dept. of Civil 
Engineering, University of Malaya) 

Speakers 
• Weather Prediction by using Support Vector Machine - Dr. 

Wattana Kanbua (Director, Meteorological Development 
Division, Thai Meteorological Department) 

• Disaster Monitoring using Satellite through AI - Prof. 
Seonyoung Park (Assistant Professor, Dept. of Applied 
Artificial Intelligence, Seoul National University of Science 
and Technology) 

• AI and Resilience from a Conservation Perspective - Dr. 
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Time 
(Thailand) Session 

Dave Thau (Global data and technology lead scientist, 
Global Science, World Wildlife Fund) 

Discussion 
[Topics] 
 Role of government, international organizations, and private 

sectors on how best to transfer the AI technologies and 
promote international cooperation  

 How to empower emerging economies in the APEC region 
for better adopting AI technologies for climate change 
adaptation and overcoming critical environmental 
challenges 

 Needs from the emerging economies in adapting and 
applying AI technologies for climate change adaptation 

 Recommendations for the effective use of AI technologies in 
climate change adaptation and mitigation to enhance 
resilient APEC 

[Panelists] 
 Ms. Kelly Forbes (Executive Director, AI Asia Pacific 

Institute) 
 Prof. Seree Supratid (Director, Climate Change and 

Disaster Center, Rangsit University) 
 Dr. Sanjay K Srivastava (Chief, Disaster Risk Reduction, 

UNESCAP) 
10:25-10:30 Closing 

 Closing remarks by Executive Director, APEC Climate 
Center 
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